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Last Lecture
• Speech Recognition

• Speaker Recognition
• Speaker Verification
• Speaker Identification

• Humans as Deepfake Audio Detectors
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This Lecture
Voice Conversion

• One-shot Voice Conversion by Separating Speaker and Content 
Representations with Instance Normalization (InterSpeech’2019)

• AGAIN-VC: A one-shot voice conversion using activation guidance and 
adaptive instance normalization. (ICASSP’2021)

• VQVC+: one-shot voice conversion by vector quantization and U-Net 
architecture. (ICSA’2020)

• AVQVC: One-shot voice conversion by vector quantization with applying 
contrastive learning.  (ICASSP’2022)

• FREEVC: Towards High-quality Text-Free One-Shot Voice Conversion 
(ICASSP’2023)
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Voice Conversion (VC)
• Voice = Content Information (e.g., semantics) + Speaker 

Features (e.g., timbre, accent, and tones)

• Voice Conversion: transforms the source speaker’s features into 
another one’s while preserving the linguistic content
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None Disentangle-based Methods
• Statistics-based Methods: need parallel data

• Voice conversion based on maximum-likelihood estimation of spectral 
parameter trajectory (ICASSP’2007)

• Voice conversion using partial least squares regression (IEEE Trans. ASLP 2010)

• Generative Models: unparalleled data           (domain mapping, target speak in 
training)
• GAN-based Method: around 2018

• Cyclegan-vc: Non-parallel voice conversion using cycle-consistent adversarial network
• Stargan-vc: Non-parallel many-to-many voice conversion using star generative 

adversarial networks
• VAE-based Method: around 2018

• Non-parallel many-to-many voice conversion with auxiliary classifier variational 
autoencoder

• Voice conversion from unaligned corpora using variational autoencoding Wasserstein 
GAN
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Disentangle-based Methods
• Instance normalization (IN)

• One-shot voice conversion by separating speaker and content 
representations with instance normalization (InterSpeech’2019)

• AGAIN-VC: A one-shot voice conversion using activation guidance and 
adaptive instance normalization. (ICASSP’2021)

• Vector quantization (VQ) 
• VQVC+: One-shot voice conversion by vector quantization and

u-net architecture. (ICSA’2020)
• AVQVC: One-shot voice conversion by vector quantization with applying 

contrastive learning.  (ICASSP’2022)
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Disentangle-based Methods: Encoder-Decoder 
Structure
• Encoder: Speech => Latent Representation

• Encoding content in the source speech
• Encoding speaker features in the source speech
• Encoding content in the target speech
• Encoding speaker features in the target speech’s

• Decoder: Latent Representation => Speech

• Fusing the source speech’s content and target speaker features 
• Decoding the Fused Representation to Speech Data
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An Example: AutoVC (ICML’19): Layer Dimension

8

E(S): Pretrained Speaker 
Verification Model

E(C): Content Extraction 
Model: to be trained 
Autoencoder with a carefully 
designed bottleneck

D(): Decoder
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An Example: AutoVC (ICML’19)

9

AutoVC  Architecture
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Es and (b):The style encoder



Instance Normalization based Disentanglement (1)

10

Instance Normalization
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Affine:

Mirror Structure

Same x in training
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One-shot Voice Conversion by Separating Speaker and Content Representations with Instance Normalization (InterSpeech’19) 

Instance Normalization based Disentanglement (2)

Adaptive instance 
normalization (AdaIN) layer 
aligns the mean and 
variance of the content 
features with those of the 
style features.



U-Net

Skip Connection
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AGAIN-VC: A one-shot voice conversion using activation guidance and adaptive instance normalization. (ICASSP’2021)

Instance Normalization based Disentanglement (3)



Activation Guidance: With an extra activation function, the range of content 
embeddings is somewhat restricted.

Both of them should be as low as possible.
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Instance Normalization based Disentanglement (4)



VQVC+: one-shot voice conversion by vector quantization and U-Net architecture. (ICSA’2020)

Vector Quantization: 
• The content information can be represented by discrete codes;
• The speaker information can be viewed as the difference between the 

continuous representations and the discrete codes.

Q: quantization codebook
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Vector Quantization based Disentanglement (1)



Two 3X1 1D-convolution layers, an IN 
layer, and a vector quantization layer

Up-conv: Two 3X1 1D-convolution layers, and 
time upsampling, frequency upsampling
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Vector Quantization based Disentanglement (2)



The experiment on the output of each 
encoder layer C_0, C_1, C_2:
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Vector Quantization based Disentanglement (3)



AVQVC: One-shot voice conversion by vector quantization with applying contrastive learning. 
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Vector Quantization based Disentanglement (4)



The Mel-Cepstral Distortion(MCD) between converted speech and the ground truth target speech

The mean opinion score(MOS) test, which is used to evaluate the quality of converted speech

The voice similarity score(VSS) test, which measures how similar the timbre of the converted 
voice is to that of the ground truth.
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Vector Quantization based Disentanglement (5)



FREEVC: Towards High-quality Text-Free One-Shot Voice Conversion 

Limitations of existing work:
• Extract dirty content information with speaker information leaked in (text-

free/disentanglement)
• Demand a large amount of annotated data for training  (text-based VC)
• The quality of reconstructed waveform can be degraded

Two steps of VC:
1. A conversion model converts the source acoustic features into target 

speaker’s features
2. A pre-trained vocoder transforms the converted features into waveform

• A different distribution from that the vocoder uses during training è 
degrading the quality
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FreeVC
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FreeVC (1)

Bottleneck extractor extracts content information 



GAN
CVAE
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FreeVC (2): SR-based Data Augmentation

• L_(rec) is the L1 loss between target and 
predicted mel-spctrogram

• L_(adv) is for discriminator or generator 
loss

• L_(fm) is the feature matching loss

KL loss include the two distributions:
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FreeVC (3): SR-based Data Augmentation

The mean opinion score(MOS) test, which is used to evaluate the quality of converted speech.

The Sage Instruments Mean Opinion Score (SMOS) test line provides an accurate assessment of 
how telephone users perceive speech quality.
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Revealing Source Voiceprint Against Voice Conversion

https://www.youtube.com/watch?v=sz7kKZRT5sg



Content is 
damaged!
Already bad

Did not see the perfect 
conversion in real life.
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Is there perfect disentanglement?



• It is widely recognized that the content encoder may encode 
partial speaker identity-related information.

• Reverse Engineering the VC Model: the disentangle-based 
ones.

• Given the converted voice, how to know the voice conversion 
model? 

• How to get the source voice to provide more powerful 
evidence than the classification scores?
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A Research Problem



Output

Input

Suppose we know

Encoder

Decoder
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VC Model Stealing Attack



Output

Can we get the Input?

Encoder Decoder

Suppose we know

Target

X(hat) = Decoder{X_2 (speaker) + X_1 (content+ 
weak speaker)}

Can we get an Encoder to achieve:

Encoder (X(hat)) = 
[X_2 (speaker)+X_1(weak Speaker)] + X_1 (content)?

Suppose we directly train an Encoder to do the 
reverse engineering…  contrastive loss?
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VC Source Voice Recovery



1. Get trained voice conversion models;

2. Convert large scale voice data: obtain converted 
voice, target voice, and source voice

3. Given converted voice and target voice, synthesize 
the source voice;

1. Using GAN to get the distribution of source 
voice;

2. Generated new voice to match the original 
voice conversion process.
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VC Source Voice Recovery

Voice conversion models and datasets.
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